Estimation and testing for Corr(X,Y)

e For each of the following two plots, observations for two variables X and
Y are plotted.

The data are generated according to the following two models respec-
tively:
Model 1: Y =1+4+2X + Z,

Model 2: Y =1+2X + 0.5Z,

where X and Z are independent N(0,1) random variables. The plot in
the right panel is for the data generated from Model 2, which shows a
stronger linear relation between X and Y.

e Suppose that for two variables X and Y, we have n pairs of observa-
tions for (X,Y): (X1,Y1), ..., (Xn,Ys). The strength of linear relation
between two variables X and Y based on their observations is often re-
flected by the sample correlation.

e The sample correlation (or the sample correlation coefficient) between
(X1,...,Xpn) and (Y3,...,Y,) is

the sample covariance between (X1,...,X,) and (Y1,...,Y},) ()
Sx Sy ’
where Sx and Sy are the sample standard deviations for (Xi,...,X,)
and (Y71, ...,Y,,) respectively, and the sample covariance between (X1, ..., X,,)

and (Y1,...,Y,) is defined as

1
n—1

Z(Xi - X)(Y; -Y).

Here X and Y are the sample means for (Xi,...,X,) and (Y1,...,Y,)
respectively. It is common to use r to denote the sample correlation.



e Suppose that (X1,Y1), ..., (X,,Y,) are IID pairs of observations and
(X;,Y;) ~ (X,Y). Then for large n,

the sample covariance between (X1,...,X,) and (Y1,...,Y,)
~ E(X — px)(Y — py), (2)
where px = E(X) and uy = E(Y).

— The expectation F(X —pux)(Y —py) is called the covariance between
X and Y, which is denoted by Cov(X,Y).

— From (2), for large n, the sample correlation between (X1,...,X,)
and (Y7,...,Y},) is close to

Cov(X,Y)
VVar(X)/Var(Y) ’

since Sx ~ /Var(X) and Sy ~ /Var(Y).

e The quantity
Cov(X,Y)

\/VCI’I"(X) \/Var(Y)

is called the correlation between X and Y and is denoted by Corr(X,Y).

e Corr(X,Y) is a measurement of the strength of linear relation between
X and Y. Below are some properties of the correlation.
— |Corr(X,Y)] < 1.

— |Corr(X,Y)] = 1 means X = a+bY (or Y = a + bX) for some
constants a, b.

— If X and Y are independent, then Corr(X,Y) = 0.
— Corr(aX +b,cY +d) = Corr(X,Y) for constants a, b, ¢, d if ac > 0.

For details and other properties of Cov(X,Y) and Corr(X,Y), see the
handout “Covariance and correlation”.

e Suppose that we have IID observations (X1,Y7), ..., (X,,Y,) such that
(X:,Y;) ~ (X,Y), then Corr(X,Y) can be well approximated by r: the
sample correlation between (X1,...,X,,) and (Y1,...,Y,) if n is large.

— <1

— |r] =1 means X; = a+0bY; (or Y; =a+bX;) fori=1, ..., n for
some constants a, b.



— The sample correlation coefficient between (X1, ..., X,) and (Y1,...,Ys,)
is the same as the sample correlation coefficient between (aX; +
b,...,aX, +b)and (¢Y1 +d,...,cY, + d) for constants a, b, ¢, d if
ac > 0.

e When computing the sample correlation, the formula

i(xi—)‘()(y Y) <ZXY>—nXY

i=1 i=1
is often used for computing the sample covariance.

e Example 1. T &%101/04/19 — 101/04/24 K, FEEf &H K&
FRRBRERE AR ETRERRFE %ﬁkﬂi"”“‘ﬁéﬁsample

correlation coefficient.

FETKAERE | 675 KIAER
101/04/19 88.3 91.1
101/04/20 87.6 90.5
101/04/23 88.3 91.6
101/04/24 89.7 93

Sol. % &A% P # TR 87, &8 KIWHEIE -0, ABEBik o) THFE
sample covariance and sample correlation coefficient. #4489 F 3 Tk
1% % 1.3, 0.6, 1.3, 2.7, sample mean 5 (1.3+0.6+1.3+2.7)/4 = 5.9/4,
sample variance &

T (1.3° +0.6° + 1.3° + 2.7° — 4(5.9/4)*) = 9.31/12.

BBKEEEE REERE 1.1, 05, 1.6, 3, sample mean 5 (1.1 + 0.5 +
1.6 + 3)/4 = 6.2/4, sample variance &

4 (1 12 +0.5% + 1.6% + 3.0 — 4(6.2/4)%) = 13.64/12.

P tg 6 T RRAR Ao 015 69 & B K WCHEAE L sample covariance &

1
77 (13X L1406 X 05+ 1.3 x L6427 x 3 — 4(5.9/4)(6.2/4))

_ 11106
3 4 )

fsample correlation coefficient &

(11.06/4)/3
V/(9.31/12)(13.64/12)

= 0.9814611.




e R commands. BRARAEK(X,..., X)) &Y, .., Y,) T 5 EART
ByR e % Bx Ay,

RS S

var (x) +F x 49 sample variance
cov(x,y) ¥ x A= y # sample covariance
length(x) HH x 9 RE, Bin.

HATATRAE AT A R4 E#F3H HExample 1 ¥ #9sample correlation co-
efficient.

x=c(88.3, 87.6, 88.3, 89.7)
y=c(91.1, 90.5, 91.6, 93)
cov(x,y)/sqrt (var(x)*var(y))

Problem set-up. Suppose that (X1,Y1), ..., (Xn,Y,) form a random
sample of n pairs and (X;,Y;) ~ (X,Y). Let p = Corr(X,Y). We would
like to

— estimate p and
— test
Hy:p=0versus Hy : p#0
based on (X1,Y1), ..., (X,,Y,). Since for large n, p can be approximated

by r: the sample correlation between (X1,...,X,) and (Y7,...,Y},), the
test will be based on r.

Suppose that (X1,Y1), ..., (X,,Y,,) are IID pairs of observations and
(X;,Y;) ~ (X,Y). Let p = Corr(X,Y). Suppose that the distribution
for (X,Y) is bivariate normal, then under Hy: p =0,

M(\/lr_irz)wt(n—m

for n > 3. Let

T:m(\/lr_ﬁ)’ (3)

then for testing Hy : p = 0 versus H; : p # 0, one can reject Hy at level
a if
|T‘ > ta/2,n72-

Note. When the distribution for (X, Y’) is bivariate normal, Corr(X,Y) =
0 implies that X and Y are independent.



e Example 2. Suppose that n =12 and (X3,Y7), ..., (X,,Y,,) form a ran-
dom sample of n pairs and the (observed) sample correlation coefficient
is 0.32. Let p = Corr(X;,Y7). Can we conclude that p # 0 at the 0.05
significant level?

Sol. tg.05/2,12—2 = to.025,10 = 2.228 and the observed T statistic

.32
T=+v10 L = 1.068092
1—(0.32)2
Since the observed |T| < 2.228, we can not conclude that p # 0 at the

0.05 significant level.

e Example 3.  Suppose that two samples (X1,...,X,,) and (Y7,...,Y},)
are stored in two vectors x and y in R respectively. Suppose that we have
the following R outputs:

> var(x)

[1] 0.7758333
> var(y)

[1] 1.136667
> cov(x,y)

[1] 0.9216667
> length(x)
(11 4

Find the sample correlation coefficient between (X1, ..., X,) and (Y3,...,Yy,).
Can we conclude that Corr(X1,Y7) # 0 at level 0.057

Sol. The sample correlation coefficient between (X1,..., X, ) and (Y1,...,Ys)
i50.9216667//(0.7758333 x 1.136667) = 0.981461. The observed T statis-
tic for testing Hy : Corr(X1,Y1) =0 is

0.981461
1— (0.981461)2

Va4 -2 ( > = 7.241893.

Since 1.05/2,4—2 = l0.025,2 = 4.303 < [7.241893|, we can conclude that
Corr(X1,Y1) # 0 at level 0.05 (assuming (X1,Y7), ..., (X,,Y,) are IID

bivariate normal).

e One-side tests. Suppose that (X1,Y7), ..., (Xp,Ys) are IID pairs of ob-
servations and (X;,Y;) ~ (X,Y). Let p = Corr(X,Y). Suppose that the
distribution for (X,Y") is bivariate normal and T is still defined according
to (3).



— For testing Hy : p < 0 versus Hy : p > 0, we reject Hy at level a if
T > ta7n72~

— For testing Hy : p > 0 versus H; : p < 0, we reject Hy at level a if
T < —ta’nfg.

Example 4. Suppose that (X1,Y7), ..., (X,,Y,) form a random sample
of n pairs and the sample correlation coefficient is 0.32. Let p be the
correlation between X and Y7.

(a) Suppose that n = 12. Can we conclude that p > 0 at the 0.05
significant level?

(b) Suppose that n = 212. Can we conclude that p > 0 at the 0.05
significant level?

Sol.
(a) No, the observed T' = /12 — 2(0.32)/4/1 — (0.32)2) = 1.068092 <

t0,05710 = 1.812.

(b) Yes, the observed T' = /212 — 2(0.32)/4/1 — (0.32)2) = 4.894611 >

t0.05’200 = 1.653.



