Some discrete probability distributions

Binomial distribution (=% #) Bin(n,p). Bin(n,p) is the distribution
of the number of successes in n trials. It is assumed that the trials are
independent with the same success probability p.

The PMF of Bin(n,p). Suppose that X’s distribution is Bin(n,p). Let
px be the PMF of X, then

[ Crpt(1—p)nt iz e{0,...,n},
px(x) = { 0 otherwise.

where

n n!

T gl (n —x)!
is the number of ways of choosing = items from n different items. The
text uses the notation ,C, instead of C7.

Some notation.

— X ~ Bin(n,p) means the distribution of X is Bin(n,p).

* In general, Bin(n,p) can be replaced by another distribution D
and X ~ D means the distribution of X is D.

— P(Bin(n,p) € A) is P(X € A), where X ~ Bin(n,p).

* In general, Bin(n,p) can be replaced by another distribution D
and P(D € A) is P(X € A), where X ~ D.

— X ~ Y means X and Y have the same distribution, where X and
Y are random variables.

Bin(1,p) is known as the Bernoulli distribution with success probability
p, denoted by Ber(p). If X;, ..., X,, are IID and X; ~ Ber(p) for each
i, then Y 1" | X; ~ Bin(n,p).

The mean and variance of Bin(n,p). Suppose that X ~ Bin(n,p). Then
E(X) =np and Var(X) = np(1 —p).
— Note that the variance is small when p is close to 0 or 1.

Example 1. Suppose a coin is tossed twice and the probability of getting
a tail in each toss is p. Let X be the total number of tails in the two
tosses. Find the PMF of X, F(X) and Var(X).

Hypergeometric distribution (# %7 % 7). Suppose that we have a group
of N items, of which S items are good and N — S items are defective.
Choose a sample of n items from the group and let X be the number
of good items in the sample. Then the distribution of X, denoted by
H(N,S,n), is a hypergeometric distribution.

Let px be the PMF of the hypergeometric distribution H(N, S, n), then

CSCN_S

ifxe{0,1,...,n},z<Sandn—z < N—S, and px(z) = 0 otherwise.



probabilities

e Example 2.

— Number of club members = 50, of which 40 are above 30 years old.
Choose 5 members at random to form a committee.

What is the probability that exactly 4 of the 5 selected for the committee
are above 30 years old?

Sol.

G0 2193360

P(H(50,40,5) = 4) = 255" — = oo = 0.4313372.
5

e The PMF of H(N,S,n) can be approximated by the PMF of Bin(n,p)
when S/N =~ p and N is large comparing to n.

e Compute binomial probabilities using R.
— choose(n,x) gives C}.

e PMF comparison between H(N,0.8N,10) and Bin(10,0.8) for N = 100
and N = 1000.

— R-codes for N = 100.

N <- 100; S <- 0.8*N; n <- 10

x <- 0:10

pmf.hyper <- function(x, N,S,n){ choose(S,x)*choose(N-S,n-x)/choose(N,n) }
pmf.binom <- function(x, n, p){ choose(n,x)*(p"x)*( (1-p)~(n-x) ) }
plot(x, pmf.hyper(x, N,S,n), ylab="probabilities", type="p")

points(x, pmf.binom(x, n, 0.8), col="red", pch=4)
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Poisson distribution Poisson(u).

— Poisson(u) is the limit of Bin(n,u/n) as n — co. Suppose that X
is the number of occurrence of a (rare) event during a time period
with F(X) = p. If the distribution of X can be approximated
well by Bin(n,u/n) for large n, then it is reasonable to assume
X ~ Poisson(p).

Poisson(u) PMF. Suppose that X ~ Poisson(u), then the PMF of X is

e Hy®

px(x) = x"u for z € {0,1,...}

where
1 Yy
e = lim (1 + ) ~ 2.718.
Y

Y—0o0

Facts about e:

A . A\ A — A”
et = lim |1+ — and e :Z—.
y—o0 Y = x!

Compute Poisson probabilities using R.

— factorial(n) gives n!.

— exp(-0.3) gives e 03,

— exp(c(-0.3, 0.4)) gives the vector (e=%3 04).
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PP EI0 ) FERE3E e, AR DA ERAE PR
. AXEDAARKTEI G L ns REABSXH A ERER
SHRAFLVAASRKTAABIN LM R, FFHEME T4 ARE
%exp(c(-0.1, -0.2, -0.3))HATER FUTE R T

> exp(c(-0.1, -0.2, -0.3))
[1] 0.9048374 0.8187308 0.7408182
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P(Poisson(0.3) =0) = —r = e 93 ~ 0.7408182.

e PMF comparison between Poisson(0.3) and Bin(n,0.3/n) for n = 100.
— R-codes

n <- 100; x <= O:n

pnf.binom <- function(x, n, p){ choose(n,x)*(p x)*x( (1-p)~(n-x) ) }
pnf.poisson <- function(x, mu){ exp(-mu)*(mu~x)/factorial(x) }
plot(x, pmf.binom(x, n, .3/n), ylab="probabilities", type="p")
points(x, pmf.poisson(x, 0.3), col="red", pch=4)



— FATA LR X THIA Poisson(0.3)% Bin(n,0.3/n)PMF £ 1 %

e The mean and variance of Poisson(u) are both equal to p. The re-
sults agree with the fact that Poisson(u) can be approximated using
Bin(n,p/n) if n is large.

e Compute the mean of Poisson(u) using its PMF. For X ~ Poisson(u),
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e For X ~ Poisson(u), it can be shown that E(X (X — 1)) = u?, so
Var(X) = B(X?)~(E(X))? = B(X(X—1))+E(X)—(B(X))? = g +p—pi® = i

The verification of F(X (X — 1)) = p? is left as an exercise.



