A survey of probability concepts

e Objective probability: classical and empirical
e Events are represented by sets.

— {a} represents the event of getting outcome a.
— AN B: A and B both happen.
— AU B: A happens or B happens.

— Example: 2R THAFTHIOFHE A= {1,3,5}, HIAKMN3EH
FHA B={4,56), HAFTHBERABHFHEE AN DB = {5}.

e (lassical probability

— Possible outcomes from an experiment: aq, ..., ay.
- P({a}) = - = P({an}) = 1/N.
— Suppose that A = {b1,...,b,} C {a1,...,an}, then
m
P(A) = —.
(4)= %

— Example: 28T HABHAL i 9BER 1/6 (1<i<6). FRTH
RAHBOKRER 3/6=1/2.

e Empirical probability.

number of times that A occurs

Empirical probability of A = .
number of trials

— Law of large numbers. If trials are independent and the probability
of obtaining a particular outcome is the same for every trial, then

empirical probability of A ~ P(A)
if the number of trials is large.
e Subjective probability: expert opinion

e Example. In each of the following cases, indicate whether classical or
empirical probability is used.

(a) FEATEA @ E5F T FHEMI000K B R RAME IR, 3T
R AT R ARA R I 09 4 F A 1/1000.
(b) 5&ALE#30, 3F 24, REAREEE BRI SART AW
BaNERBETA BRLRBETANKEE2/5.
Ans. (a) empirical probability (b) classical probability.

e Rules for probability calculation.



— Total probability rule. Let S; be the set of all possible outcomes,
then P(Sl) =1.

— Countable additivity. Suppose Aj, As, ... are mutually exclusive

events (Z/F ¥4, A;NA; =0 for i # j), then
P(AyUAyU--) = P(A1) + P(A) +---. (1)
(1) is also written as
P(Up2, Ag) = Y P(Ap).
k=1

e More rules for probability calculation (derived directly from the total prob-
ability rule and countable additivity)

- P(0) =0.
— Complement rule. P(A)+ P(A€) = 1, where A° is the complement
(7 %) of A.
— General rule of addition (for two events). P(AUB) = P(A)+P(B)—
P(ANB).
e The conditional probability of A given B, denoted by P(A|B), is defined
as
P(ANB)
P(AIB) = ————=
(1) - “5 5

e Contingency tables (7|5 &).

— Example. B33 EHH 410008 B EETRAE, AMBEER
H—REBYGEMAR G BERIARENE BR Tk
R — KK 8 (5E4)
2FA 23F 35F 510F 105X E
ke AR 2 15 90 95 60
Rk EAH 98 80 95 65 400

BEMI000L B PIAMEE —% A A A TFERGBERZAEHR LY
¥ ABATEENBEERLE—RELHMESCTHI0FARE. K
P(A1|By) #= P(By|A;).

e Bayes theorem (B K & ¥2). Suppose that events A, ..., A, are mutually
exclusive and collectively exhaustive (they form a partition of S) and
P(A;) >0 for 1 <i <n. Then for an event B such that P(B) > 0,

P(A;)P(B|A;)
(A1)P(B|Ay) + -+ P(A,)P(B|A,)

P(4|B) = -

for 1 <i<n.



— In the text, P(A;)’s are called the prior probabilities and P(A;|B)’s
are called the posterior probabilities.

- BRIBAEGAABRGALAEAGLALEAS AP A ABAE T
A E20%, FRE 5% AEBBA T4 ES0%, TRE 1%. BAAL
MR ERATEEASY—BRRSE, 2R Rm T h A FBRARE
ERBITAE MARTHEFEFRSBRALEZBAGKEE

0.2 x 0.05 5

02x0.05 108 x001 9 =050

Counting principles: multiplication formula, permutation formula and
combination formula.

Multiplication formula. Suppose that a process can be completed in two
steps, where there are m ways to complete the first step and n ways to
complete the second step. Then there are m X n ways to complete the
process.

~ BB RRAE B C LA R A BB A28 N 2T
%, KBEB|CE AR BT, PIMASERE AN RRC3EA2 x 3 =64/
Permutation formula. The number of ways of choosing r objects out of n
objects and then putting them in order is P = L, where n! means

(n—m)!

the product of 1, ..., n.
~- AEER G5EREAZHRES R, £A B/(5-2)! =20 &5 .
Combination formula. The number of ways of choosing r objects out of n
n!

objects is C)' = PR
ri(n—r)!

~ BAS A2, ¥ —H3A B —H2A, kA 5!/(312!) = 1042,
Notation.
— P™ is also written as ,, P,.

T

. . n
— (7' is also written as ,C, or < , >



