Homework Problems

e Note. Always show your work in your homework solutions to receive full
points unless it is stated otherwise.

1. (6 pts) Suppose that F is a o-field on a space §2 and {A,,}52 , is a sequence
of sets in F. Show that

( qomozlAn)c - m?:l(A;)~

2. (6 pts) Suppose that P is a probability function defined on a o-field F.
For a set B € F such that P(B) > 0, define a function Q on F by

Q) = 255

for A € F. Verify that @ is a probabilty function on F.

3. (6 pts) Suppose that F is a o-field on a space Q and P is a probability
function on F. Suppose that {4,}52; is a sequence of sets in F such that
Ap D Apyr forall n € {1,2,...}. Show that

P (N2, A,) = lim P(A,).

n—oo

You may use the following fact in your proof.

Fact 1 Suppose that F is a o-field on a space 2 and P is a probability
function on F. Suppose that {A,}52; is a sequence of sets in F such that
Ay, C Apyr forall n € {1,2,...}. Then,

P (U2, A,) = lim P(A,).

n—oo

4. (4 pts) Suppose that F is a o-field on Q2 = (—o0,00) such that all open
intervals in (—oo,00) are in F. Suppose that P is a probability function
on F such that for n € {1,2,...,},

P((-5n)) =0+
nn n

5. (8 pts) Suppose that F is a o-field on Q = {1,2,3,4,5}. Let A =
{1,2,4,5}, B = {1,2,4} and C = {1,4,5}. Suppose that A, B, C are
in F and P is a probability function defined on F. Note that each
of P(A), P(B) and P(C) can be expressed as linear combinations of
P({5}), P({1,4}) and P({2}). Use the linear relations to express P({5}),
P({1,4}), P({2}) and P({3}) in terms of P(A), P(B) and P(C), and
explain why we cannot have

Find P({0}).

(P(A), P(B), P(C)) = (0.5,0.3,0.1).

6. (4 pts) Suppose that Ay, Ay, A3, Ay are events in a o-field on Q. Suppose
that P(A4;) = 0.1 and P(4; N A;) = 0.05 for ¢, j € {1,2,3,4}. Find a
lower bound and an upper bound for P(A4; U A3 U A3 U Ay). Be sure that
the lower bound is greater than 0 and the upper bound is less than 1.



10.

11.

12.

(8 pts) Suppose that Q = {1,2,3,4,5}, A = {1,2,3} and B = {3,4,5}.
Let C = {0,9Q, A, B}. Suppose that F is the smallest o-field on Q and
C C F. List all sets that should be included in F and explain why they
should be in F. You do not have to verify that the collection of sets in
your list is a o-field, but be sure that it is.

(6 pts) Suppose that F' is the CDF of a random variable X. Show that
lim F(z) = F(a)

z—at

for all @ € R. You may use the fact that lim,_,,+ F'(z) exists for all a € R
without proving it.

Hint: find a decreasing sequence {A4,}52; so that N%2; A4,, = (—o0, a] and
then use the continuity of a probability function to establish the result.

(6 pts) Suppose that X is a random variable with CDF F', where

0 itz <0
Fz)=4¢ 05405z if0<z<l;
1 if x > 1;

(a) (3 pts) Find P(X = a) for every a € R.
(b) (3 pts) Find P(0 < X <1).
(6 pts) For a, b € R such that a < b, define a function f,; on R as follows:
for z € R,
[ 1/(b—a) ifxe (a,b);
fap(@) = { 0 if 2 & (a,b).

Suppose that X is a random variable with PDF f, ;. Show that fo; is a
PDF of (X —a)/(b— a).

Notation.

e In Problem 10, the distribution of X is called the uniform distribution
on (a,b), denoted by Ul(a,b).
o We will write X ~ U(a,b) to indicate the distribution of X is U(a,b).

e We will use the notation I4 to denote the indicator function of A for
a given set A, which is defined by

1 ifxeA;
La(z) = { 0 otherwise.

For instance, the f, () defined in Problem 10 is I(4 ().

(6 pts) Suppose that X is a random variable with PDF fx, where
2
Ix(w) =2xe™™ Ig,00)(x) for x € R.
Find a PDF of Y = VX.
(12 pts) Consider the following function F":

c1 if x < 0;

0.5+052 if0<z<];
F(z)=1{ c if x> 1,

c3 if z = 0;

C4 ifl‘:L
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17.

where ¢y, co, c3, ¢4 are constants. Suppose that F' is the CDF of some
random variable X.

(a) (8 pts) Use the properties of a CDF given in Page 2 of the handout
“Random variables” to find ¢y, co, ¢3, ¢4. The link for the handout
is

https://stat.walkup.tw/teaching/math_stat_under/handouts/C01_5_random_variable.pdf
(b) (4 pts) Explain why X is not a discrete random variable.

(6 pts) Suppose that X is a discrete random variable with PMF px, which
is given below:

0.2 if oz = —1;
0.4 if z = 0;

Px(@) =93 o057 ifwe{l,2,3...}
0 otherwise,

where ¢ > 0 is a constant.
(a) (3 pts) Find c.
(b) (3 pts) Find P(X > 25).
(6 pts) Suppose that X is a random variable with PDF fx. Let Sx = {x :
fx(x) > 0}. Suppose that Sx is an open interval and fx is continuous
on Sy. Let F be the CDF of X, then it can be shown that F' > 0, F
is continuous on Sx, and the inverse function F~! is defined on (0,1)
and differentiable on (0,1) (but you don’t have to prove these results).

Suppose that U ~ U(0,1), that is, the fo 1 defined in Problem 10 is a
PDF of U. Show that fx is a PDF of F~1(U).

Remark. The result that X and F~1(U) have the same distribution can
be established under weaker conditions.

(6 pts) Suppose that X is a random variable with CDF F', where

0 if x < 0;
F(x)_{ 1—e2 ifz>0.
(a) (2 pts) Find P(X > 2).
(b) (4 pts) Find a PDF of X.

(6 pts) Suppose that X is a random variable with PDF fx, where

fx(x) = |z[I(—10)(x) + 0.5 1(0,00) ()
Find a PDF of Y = X2,

Hint: find the CDF of Y first, take the derivative of the CDF as a guess
of the PDF of Y, and then verify it is the PDF of Y.

(6 pts) Suppose that X is a random variable with PDF fx, where
Ix(x) = e "Ip,00)(z) for z € R.

Suppose that
v — X X <05;
1 0.5 if X >0.5.

Find the CDF of Y and explain why Y does not have a PDF.
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(8 pts) Suppose that X is a random variable with PDF fx, where
fx(x)= 2xe_””2l(0,oo)(x) for x € R.
(a) (4 pts) Find the CDF of X.
(b) (4 pts) Find the median and the IQR of the distribution of X.

(4 pts) Suppose that X is a random variable such that both F(X?) and
E(|X]) are finite. Verify that Var(X) = F(X?) — (E(X))? using Proper-
ties (i)—(iii) listed in Page 6 of the handout “Quantile and expectation”.

(4 pts) Suppose that X is a random variable with finite expectation p and
standard deviation o > 0. Let Y = (X — u)/o. Find E(Y) and Var(Y)
with 4 =1.5 and o = 1.2.

(4 pts) Suppose that X is a discrete random variable with PMF px, where
for x € R,

(o) = | CHOO7 (04 ifr e {0,1,2,3)
Px\T) =19 o otherwise.

Find E(X?).
(8 pts) Suppose that X is a random variable with PDF fx, where

1
fX(fU) = Txg 'I(—oo,—l)U(l,oo)(I)

for x € R.

(a) (4 ps) Find a PDF of 1/X.
(b) (4 ps) Find E(1/X).

(8 pts) Suppose that X and Y are discrete random variables, and
0.5 if (z,y) = (1,2);

0.1 if (z,y) = (3,2);

P((X,Y) = (z,y)) = ¢ 0.3 if (z,9) = (3,6);
0.1 if (z,y) = (3,7);
0 otherwise.

It can be shown that for discrete random variables X and Y,

E(g(X,Y)) = > 9z, y)P(X,Y) = (z,9)) (1)
(z,y):P((X,Y)=(z,y))>0
if g is nonnegative.
(a) (4 pts) Find E(XY) using (1).
(b) (4 pts) Find E(XY') using the PMF of XY
(4 pts) Suppose that X has PDF fx, and ¢ is a function defined by

g(a) = > aila, (@)

where ai, ..., an, are constants and Aq, ..., A,, are disjoint intervals.
Therefore, g(X) has only m possible values aq, ..., a,,. Verify that
EGX) = [ g)x(e)da,
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(8 pts) Suppose that X is a discrete random variable with PMF px, where

e A )T
px(z) = TI{O’I’Q’“‘}(I) (2)

for x € R, where A > 0 is a constant.

(a) (4 pts) Show that E(X) = A and E(X(X — 1)) = A%

(b) (4 pts) Find Var(X). You may use the result in Part (a) even if you
choose not to do Part (a).

Note. The distribution of X with the PMF px given in (2) is called the
Poisson distribution with mean .

(4 pts) Suppose that X is a random variable with MGF My, where
Mx (t) = 0.6 + 0.4e*

for t € (—o0,00). Find E(X*) for k € {1,2,3,4}.
Hint. You may use the following result.
Fact 2 Suppose that .

f(z) = Z apx®

k=0

for |z| < r for some positive constant r, then

F®0) = ay, - k!
for k € {0,1,2,...}.

(4 pts) Suppose that Y is a discrete random variable with PMF py-, where

0.6 ify=0;
py(y)=4q 04 ify=2
0 otherwise.

Show that the distribution of Y is the same as the distribution of the X
in Problem 26 by verifying that X and Y have the same MGF.

(8 pts) Suppose that X is a random variable whose distribution is the
Poisson distribution with mean A, where A > 0. The PMF of X is the
function px given in (2) in Problem 25.

(a) (4 pts) Find the MGF of X.

(b) (4 pts) Show that E(X) = X and find Var(X) using the MGF of X.
(4 pts) Suppose that X is a random variable with MGF My, where
Mx (t) < oo for t € (—h, h) for some positive constant h. For constants a
and b € R, let Y = a + bX and let My be the MGF of Y. Show that if

b # 0, then
My(t) = etaMx(tb)< o0

for t € (—h/|bl, h/|b]).
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(12 pts) For constants i € R and o > 0, define

1 (z—p)? o2
fuo(z) = %e (z—p)*/(207)

for x € R. Suppose that X is a random variable with PDF f, .

(a) (4 pts) Let Y = (X — u)/o. Find the MGF of Y. You may use the
result that

oo o
/ ' fo.1(x)dx = %5

for t € R, which has been proved in class.
(b) (4 pts) Find the MGF of X.
(c) (4 pts) Find E(Y").

Note. For Part (c), it is easier to find E(Y®) using Fact 2 than performing
direct differentiation of the MGF 6 times.

(8 pts) Suppose that (X,Y) is a random vector with CDF Fx y, where

for (z,y) € R?,
Fxy(z,y) = 0.5G(x)G(y) +0.5(1 — ™) (1 — e™¥)1j0,00) (%) I[0,00) (),
and the function G is defined by
G(.’L’) = Z’I(OJ)((E) + I[l,oo)('r)

for x € R.

(a) (4pts) Find PO < X <land 1<Y <2).

(b) (4 pts) Find the CDF of X.

(4 pts) Suppose that (X,Y, Z) is a random vector with joint CDF F. Show
that

P((X,Y,Z) € (a,b] x (c,d] x (e, f])

:F(badaf)7F(bvcaf)7F(a7d7f)+F(avcvf)

—F(b7d7€) +F(b,c,e)+F(a,d,e) —F(CL7C,€),
where a, b, ¢, d, e, f are constants such that a < b, c < d and e < f.

(12 pts) Suppose that (X,Y’) has PDF fx y, where

fxy (@, y) = cxlo)(@)Lo,1)(y)
for (x,y) € R? and ¢ > 0 is a constant.
(a) (4 pts) Show that ¢ = 2.
(b) (4 pts) Find P(X +2Y <1).
(¢) (4 pts) Find a PDF of Y.

(4 pts) Suppose that (X,Y) has joint PDF fx y and there exist two non-
negative functions g and h such that

fxy(z,y) =g(x)h(y)

for (z,y) € R%. Show that there exist fx: a PDF of X and fy: a PDF of
Y such that

fxy(@y) = fx(x)fy(y) (3)
for (z,y) € R?.



Note that (3) implies that

P{X € A}n{Y € B})
—/ fx (@) fy (), y)
AxB

/fX dx/fy )dy

=P{X € A})P{Y € B})
for A, B € B(R), which implies that X and Y are independent.
35. (10 pts) Suppose that (X,Y) has PDF fx y, where

~(@*+y?)/2]

fX,Y(x?y) =ce (0,@)(‘r)l(0,oo) (y)

for (z,y) € R? and ¢ > 0 is a constant. Let U = VX2 +Y2 and V =
tan=1(Y/X). Note that for z € (—o00,00), tan"!(z) is the value 0 €
(—=m/2,7/2) such that tan(f) = z.

(a) (4 pts) Find a PDF of (U, V). Leave the constant ¢ in your answer.
(b) (4 pts) Find a PDF of V. Leave the constant ¢ in your answer.

(c¢) (2 pts) Find ¢ using your answer in Part (b) and the fact that the
integral of a PDF of V over (—o0, 00) is 1.

Remark. The result from Problem 35(c) can be used for finding [~ e 2,
To see this, let I = [ e=**/2dz, then

1= / fxy(z,y)d(z,y) = cl?,
R2
so I =1/yeand [ e="/2dy = 2 = 2/\/c (you should be able to

obtain 2/+/c = v/2 if your answer for ¢ is correct).
36. (10 pts) Let T" be the function on (0, 00) defined by

F(a):/ " e % dx
0

for a > 0. Suppose that « and S are two positive constants and (X,Y)
has joint PDF fx y, where

fX’Y(fL'7 y) = Wxa—le—ﬂi[(&oo) (x)yﬁ_le_yI(O,OO) (y)

for (z,y) € R2.
(a) (4 pts) Let M be the function on (—oo,1) X (—o0,1) defined by

M(ty,t2) = <1 _1t1>a (1 —1t2>5

for (t1,t2) € (—00,1) x (—00,1). Show that M is the joint MGF of
(X,Y).

(b) (2 pts) Find the MGF of X.




(¢) (4 pts) Find E(XY) and E(X).

37. (2 pts) Consider the (X,Y’) in Problem 36. The distribution of X is called
the gamma distribution with shape parameter o and scale parameter 1,
denoted by I'(cr,1). Show that the distribution of (X +Y) is I'(aw + 5, 1).
Hint: the MGF of (X +Y) can be easily obtained from the MGF of (X,Y).

38. (8 pts) Suppose that (X,Y) has a joint PDF fx y, where
fxy(@,y) = cls(z,y)
for (x,y) € R,
S={(z,y): 2<z+2y<2and —2<z—2y <2},
and ¢ = 1/ [ Is(z, y)d(z,y).

(a) (4 pts) Find P((X 4 2Y) > 0). You may leave ¢ in your answer.
(b) (4 pts) Find c.

39. (8 pts) Suppose that (X,Y") has a joint PDF fx y, where
fxy(@,y) =cls(z,y)
for (z,y) € R?,
S={(z,y): —2<z+2y<2and —2<z-—2y<2}
and ¢ =1/ [ Is(z,y)d(z,y).

(a) (4 pts) Find E(X|Y). You may leave ¢ in your answer.
(b) (4 pts) Find Var(X|Y). You may leave ¢ in your answer.

40. (16 pts) Suppose that (X,Y) is a discrete random vector with PMF px vy,

where
05 if (a,y) = (1,2);
P(<X7 Y) - (‘T>y)) - 01 lf (:z:,y) — (1’ 73);
0 otherwise.

(a) (8 pts) Find E(X|Y =y) and Var(X|Y =y) for y € {2,-3}.
(b) (8 pts) Find Var(E(X|Y)), E(Var(X|Y)) and Var(X). Verify the

equality
Var(X) =Var(E(X|Y))+ EVar(X|Y))

based on your answers.
41. (8 pts) Suppose that (X,Y) has joint PDF fx y.
(a) (4 pts) For random variables g(X,Y) and h(Y"), show that
E(g(X,Y)MY)[Y) = h(Y)E(g9(X,Y)[Y).
(b) (4 pts) For random variables g1 (X,Y) and g2(X,Y), show that

E((gl(Xa Y) +g2(X, Y))|Y) = E(gl(Xa Y)lY) + E(g2(X’ Y)‘Y)
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(16 pts) For u € R and o > 0, let f, , be the PDF of N(u,0?) given in
Problem 30. Suppose that X and Y are random variables, Y has PDF
fo,1, and {fiyey1 : y € R} is a version of the conditional PDF of X given
Y.

(a) (6 pts) Find a PDF of X.
(b) (6 pts) Find E(Y]X).
(¢) (4 pts) Determine whether X and Y are independent. Justify your

answer.

(6 pts) Suppose that (X, Y') has a joint PDF and X and Y are independent.
Suppose that v and v are functions such that E(u(X)) and E(v(Y)) are
finite. Show that

(6 pts) Consider the (X,Y) in Problem 36. Determine whehter X + Y
and X —Y are indepedent based on the MGF of (X,Y).

(4 pts) Consider the (X,Y’) in Problem 40. Determine whehter X and Y
are independent.

(4 pts) Suppose that X and Y are discrete random variables, X has m
possible values x4, ..., ,, and Y has n possible values y1, . .., y,. Suppose
that for x € {z1,...,2m},

P(X = alY = y1) = P(X =alY = g2) = -+ = P(X = alY = y).
Show that X and Y are independent.

(8 pts) Suppose that Z;, Zy, Z3 are independent random variables and
Z; ~ N(0,1) fori=1, 2, 3. Let

Y 111 7
Vo | =0 11 Zs
Y3 00 1 Zs

(a) (4 pts) Find a PDF of (Y1, Ya, Y3).

(b) (4 pts) Determine whether Y; and (Y2, Y3) are independent. Justify
your answer.

(6 pts) Suppose that X1, ..., X,, are IID and X; ~ N(u,0°). Let X =
S Xi/nandY = (X; — X,...,X, — X)*. Show that X and Y are
independent.

(12 pts) Suppose that Z1, ..., Z,, are IID and Z; ~ N(0,1). Let U =
it 2
(a) (6 pts) Show that U/2 ~ T'(m/2,1).
Note.

o Recall that for o > 0, the MGF of the gamma distribution I'(c, 1)
is the MGF of the random variable X in Problem 36.

e To solve this problem, you may use the results in Problem 36.

e For 1 € R and o > 0, a PDF of N(u,0?) is the f,, given in
Problem 30.
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(b) (6 pts) Let

1

_ L m/2-1,-z/2

ol = gy ¢ o)

for x € R, where I is defined in Problem 36. Show that fy is a PDF
of U.

Hint: find a PDF of U/2 by finding a PDF of the random variable X

in Problem 36, and then derive a PDF of U using the PDF of U/2.

Note. In Problem 49, the distirbution of U is called the chi-squared dis-
tribution with m degrees of freedom, denoted by x?(m).

(6 pts) Suppose that Z and W are independent random variables, Z ~
N(0,1) and W ~ x?(m). Let

then the distribution of T is called the ¢ distribution with m degrees of
freedom, denoted by t(m). Find a PDF of T.

(6 pts) Suppose that (X,Y) is a vector of two discrete random variables
with joint PMF px y, where

0.5 if (x,y) = (1,2);
) 04 if (2,y) = (0,a);
pxy(T,y) = 0.1 if (l‘,z) =(-1.—2);

0 otherwise,
and a is a constant.

(a) (4 pts) Express Corr(X,Y) as a a function of a.
(b) (2 pts) Find all a’s such that |Corr(X,Y)| = 1.

(6 pts) Suppose that X and Y are random variables such that Var(X)
and Var(Y) are both finite and Var(X) > 0. Define a function S by

S(a,b) = E(Y — (a + bX))?

for (a,b) € R?. Show that S is minimized when (a,b) = (ag, by), where
bp = Cov(X,Y)/Var(X) and ag = E(Y) — bgE(X). Also, show that

Va’l"(X)VG/I"(Y) — (CO’U(X, Y)>2

S(ao,bo) = V(J,T(X) . (4)

(4 pts) Suppose that X and Y are random variables, fy is a PDF of
Y, Sy ={y: fy(y) > 0}, and {fxjy—y : y € Sy} is a version of the
conditional PDF of X given Y. Then for g such that E(g(X,Y)) is finite,
E(g(X,Y)]Y) can be obtained using

E@@ﬂWY:m:/mehwq@Mx (5)

for all y € Sy. Use (5) to show that E(XY|Y) =Y E(X|Y) when E(XY)
and F(X) are finite.

10
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(22 pts) Suppose that (X, Y, Z) is a random vector with joint PDF fx y z,
where . )
Fxyz(@,y,z) = ce” VI 2672 ) (2)

for (x,9,2) € R?, and ¢ > 0 is a constant.

(a) (2 pts) Find a version of the conditional PDF of Z given (X,Y).

(b) (6 pts) Find ¢, a PDF of Y, and a version of the conditional PDF of
X given Y.

(c) (6 pts) Find E(X|Y), E(X?|Y) and Var(X|Y).

(d) (2 pts) Find the best linear predictor of X based on Y.

(e) (8 pts) Find Cov(X,Y) and Corr(X,Y).
(4 pts) Suppose that X and Y are random variables such that Y ~ N(0,1)
and a version of the conditional PDF of X given Y is {g, : y € R}, where

gy is the function f, , given in Problem 30 with 1 =y and ¢ = 1. Find a
version of the conditional PDF of Y given X.

(4 pts) Suppose that W is an n X m matrix of random variables, and B is
an m X k non-random matrix. Show that E(WB) = E(W)B.

(4 pts) Suppose that X = (Xi,...,X,,)T is a random vector. Let %
be the covariance matrix of X. Suppose that A is a n X m non-random
matrix. Show that the covariance matrix of AX is AXAT. You may

use the fact that for a random vector Z, the covariance matrix of Z is
E(Z.ZT), where Z, = Z — E(Z).

(6 pts) Suppose that (X,Y) is a random vector with covariance matrix ¥,

where
1 a
>= ( a 0.25 )

(a) (2 pts) Express Corr(X,Y) as a function of a.
(b) (4 pts) Find a constant b such that Var(X —bY) = 0 when a = 0.5.

and a is a constant.

(4 pts) Suppose that X = (X1, Xs, X3, X4)7 is a random vector with
covariance matrix Y, where

O N OO
w o oo

Find Var(X; + Xs + X3).

Hint: Apply Fact 2 in the handout “Covariance and correlation”.

(3 pts) Suppose that U and X are random variables such that E(X?) < oo
and E(U?) < co. Let S(b) = E(U — bX)?, where b is a constant in R.
Verify that

iS(b) =F [d(U - bX)Q]

db - |db )

11
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Remark. The result in Problem 60 implies that

7]
0b;

0
0b;

E[(Y —(a+by X1+ +bpXy))?] = E [ Y —-(a+b X1+ + kak))2:|

forie{l,...,k} and

0 9]
%E[(Yf(a+b1X1+' b X))’ = E {&L(Y —(a+0hXi1+--+ kak))2:| .
(6 pts) Suppose that Z1, ..., Z,, are independent random variables and
Z; ~ N(0,1) for i = 1, 2, ..., n. Suppose that A is an n x n invertible
matrix of constants in R and u1, ..., 4, are constants in R. Let

Y VA p1

S Y R R

Find a PDF of (Y1,...,Y,) that is determined by AAT and py, ..., .
You may use results from linear algebra such as det(B”) = det(B) and

det(BC) = det(B) - det(C)

for square matrices B and C. Here det(A) denotes the determinant of a
square matrix A.

Note. In Problem 61, AAT and (u1, ..., un)? are the covariance matrix
and the mean vector of (Y1,...,Y,)T, respectively.

(6 pts) Prove the following result:
Fact 3 Suppose that the distribution of (Xi,..., Xy, Y1,...,Y,)T is mul-
tivariate normal. If Cov(X;,Y;) =0 for 1 <i <m, 1 < j < n, then the

two random vectors (X1, ..., X,,)7 and (Y1,...,Y;,)7 are independent.

(6 pts) Suppose that

X 0 10 2 5
Y | ~N o, 2 16 3
z 0 5 3 25

(a) (3 pts) Find a constant b such that Y — bX is independent of X.
(b) (3 pts) Find constants ¢ and d such that Z — Y —dX is independent
of (X,Y).

(15 pts) Suppose that X = (X1, X2, X3, X4)T is a random vector with
E(X) =(0,0,0,0) and covariance matrix ¥, where

2 -1 0 0
-1 2 0 0
X = 0 0 20
0O 0 0 3

Suppose that X ~ N(E(X), ).
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(a) (3 pts) Find the best linear predictor of (X7, X4)7 based on X, and
Xs.

(b) (3 pts) Find a version of the conditional PDF of X; given Xj.
(c) (3 pts) Find a version of the conditional PDF of X; given (Xs, X3, X4)7.

(
(
(d) (3 pts) Find a version of the conditional PDF of (X7, X5)” given
(X3, X4)T

(

(e) (3 pts) Find E(X;X2| X3, X4).

65. (6 pts) Suppose that Y, X and U are random vectors in R™, R™, R™
respectively such that X and U are independent and

Y =g(X)+U (6)

for some function g : R™ — R". Suppse that g is differentiable, X has a
PDF fx that is positive on R™, and U has a PDF fy that is positive on
R™. For x € R™, define

fY|X:m(y) = fu(y — g(z)) (7)

for y € R™. Show that {fy|x—z : @ € R"} is a version of the conditional
PDF of Y given X.

66. (4 pts) Suppose that (Xi,...,X,) is a random sample from N(u,o 3,
where y € R and o > 0 are unknown. Let X = >0 X;/n, YV =
S X?/n,and Z =Y (X;—p)? /n. Which of the following statements
are true? You may write down your answers directly without justification.

(a)
(b) Y
()
(d)

X is a consistent estimator of p.
— (X)? is a consistent estimator of 2.
Z i

is a consistent estimator of o2

Z converges to o2 in probablhty as n — 00.

67. (4 pts) Suppose that (Xy,...,X,) is a random sample from U (0, §), where
6 > 0. Find a consistent estimator of 1/6 and justify your answer.

68. (8 pts) Suppose that ((X1,Y1),...,(Xn,Ys)) is a random sample from the
distribution of a random vector (X,Y’), where

Y =a+bX +¢,

a, b are constants, X and ¢ are independent, E(e) = 0 and Var(e) = o?
< 0. Let X and Y be the sample means of (X1,...,X,) and (Y7,...,Y},)
respectively, let

1 ~
Sg( = Z(Xi*X){

n—1 —
- S (X - X)(Y; - Y)
ORI

and @ = Y — bX. Show that (a,b) is a consistent estimator of (a,b)
assuming that E(X?) < oo, which implies that E(X) is finite.

69. (6 pts) Prove the following result.
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70.

71.

72.

Fact 4 Suppose that {X1,,}52, ..., {Xk.n 2, are k sequences of random

variables on the same probability space, and X 7 Yi, .. Xin 7 Y
for some random vector (Yi,...,Y%)T. Then

(Xt Xen)™ B (vi,. 0T,

Hint: make use of the equality:

||(X1,na e 7Xk,n)T - (Ylv cee aYk)TH2 = |X1,n - Y1|2 +-- 4+ |Xk,n - Yk|2

(6 pts) Suppose that 0 € R is a paramater to be estimated, and 0 is an
estimator of 6 such that .

E0)=06
and

lim Var(d) = 0.

Show that  is a consistent estimator of 6.
Hint: make use of Chebyshev’s inequality:
Var(X)

P(X - E(X)|>Fk) < 2

for a positive constant £ > 0, or Markov’s inequality: for a nonnegative

random variable X,

E(X)
P(X >M)<—2
(X>M) < M

for a positive constant M.

(6 pts) Suppose that (Xi,...,X,) is a random sample from a discrete
distribution with three possible values a1, asz, az. Let

pj = P(X1 = aj)
and
. 1 n
pi=- Zf{aj}(Xi)
=1

for =1, 2, 3. Let

D1 D1
Yn = \/’E 132 - b2
D3 P3

Find the limiting distribution of Y;,. That is, find the distribution Dy such
that Y, converges to Dy in distribution as n — oo.

(6 pts) Consider the following result, which has been proved in class:

Fact 5 Suppose that U ~ N(0,%) and ¥? = X. Then UTU ~ x2(k),
where k = trace(X).
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Suppose that 7y, ..., Z, are IID N(0,1) random variables. Let 7 =
St Zi/n. Apply Fact 5 to show that > (Z; — Z2)* ~ x*(n — 1).

Hint: note that the distribution of (Z; — Z, ..., Z, — Z) is a multivariate
normal distribution.

73. (12 pts) Consider the p; in Problem 71. Suppose that p; € (0,1).

(a) (3 pts) Find the limiting distribution of v/n(p1 — p1)/v/P1(1 — p1).
Justify your answer.

(b) (3 pts) Find the limiting distribution of n(p; — p1)?/(p1(1 — p1)).
Justify your answer.

(c) (3 pts) Find the limiting distribution of n(p; — p1)2/(H1(1 — p1)).
Justify your answer.

(d) (3 pts) Suppose that {a,}>2 is a sequence of postive constants such
that lim,, o a,/y/n = 0. Show that a,(p; — p1) converges to 0 in
distribution as n — oo.

74. (6 pts) Suppose that {X,}52, is a sequence of random variables and
X Bcasn— o0, where c¢ is a constant.

(a) (2pts) Let F,, be the CDF of X,,. What can be said about lim,,_, o, F}, ()
for x # ¢?

(b) (4 pts) Show that X, B ¢ as n — oo based on the result from Part
(a).

75. (4 pts) Suppose that (Xi,...,X,) is a random sample from N(u,0?).

Let Y = " | X?/n. Find the limiting distribution of \/n(Y — E(X?)).

Justify your answer.
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