Method of moment estimators

e Suppose that (X71,...,X,,) is a random sample and X; has a PDF or PMF
fo, where 0 is in some parameter space ©. One way to find an estimator of
0 is to use the method of moments. Suppose that X; is a random variable
and 0 is k-dimensional. Compute E(X7]) for r =1, ..., k and we have

| 1)
E(X}) = gu(6)

for some functions g1, ..., gx. Replace E(XT) with Y"1 | X/ /n for r =1,
..., kin (1) and solve for 6. Then the solution gives an estimator of 6,
which is called a method of moment estimator of 6.

e If (1) defines a function g so that
6 = g(B(X1), B(XY),..., B(XT))
and g is continuous at (E(X1), B(X?),..., E(X¥})), then
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is a consistent estimator of 6.

e Example 1. Suppose that (X71,...,X,) is a random sample and X; has
a PDF f, 1, where a < b and

if a <x <b
otherwise.
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Find a method of moment estimator of the parameter vector (a, b).
A sketch of solution. Compute F(X;) and E(X?) and we have

2 b—a)?
B(XE) = (%5%) + 5

for a, b and we have



and
b=X +1/3(X2 — (X)2).

A method of moment estimator of (a,b) is

(X 30— (X)2), X + 32 (X)2)> .



