Minimum variance unbiased estimators

e In this handout, we consider the estimating problem of ¢g(#) based on data
X, where

(*) X = (Xq,...,X,) is a sample, X has PDF (or PMF) fy, where
0 €o.

e Suppose that (*) holds. Suppose that T'(X) is a UE (unbiased estimator)
of g(0), then T(X) is a MVUE (minimum variance unbiased estimator) of

g(0) if
Var(T(X)) < Var(U(X)) for every 6 € ©

for every U(X) that is an UE of g(6).
e A result due to Rao and Blackwell.

Fact 1. Suppose that S is a sufficient statistic for 6 and T is an UE of
g(0). Then, E(T|S) is also an UE of g(0) and

Var(T) > Var[E(T|S)]
for every 6 € ©.
Note. The inequality in the above fact follows from the fact that
E[Xo — h(Y)]* = E[Xo — E(Xo|Y)* + E[E(Xo|Y) = h(Y)]* (1)

for X and h(Y') such that E(Xj) is finite. Apply (1) with h(Y) = E(Xy)
and we have

Var(Xy) = E[Xo — E(Xo|Y)]? + Var[E(X,|Y)], (2)

so Var(Xg) > Var[E(Xo|Y)]. If Var(Xy) < oo, then the equality Var(Xo)
Var[E(Xo|Y)] holds if and only if P(Xy = E(Xo|Y)) = 1.

e Lehmann and Scheffé Theorem. Suppose that X = (Xi,...,X,,) is a
sample, X has PDF (or PMF) fy, where § € ©. Suppose that

(i) T is a UE (unbiased estimator) of g(6) and

(ii) S is a sufficient and complete statistic for 6,

then E(TS) is a MVUE of ¢(#). Moreover, if Var[E(T|S)] is finite for
every § € © and T, is a MVUE of ¢(), then

P(E(T|S) =T,) =1 for every § € ©.

e Definition of a complete statistic. Suppose that X = (Xi,...,X,) is a
sample, X has PDF (or PMF) fy, where 8 € ©. For a statistic T, if

E[g(T)] =0 for every § € © = P(g(T) =0) =1 for every 0 € ©, (3)

then we say that T is a complete statistic (or the distribution of T' belongs
to a complete family).



e Notation of a binomial distribution. For a positive integer n and for
6 € [0,1], we will use Bin(n,#) to denote the binomial distribution with
PMF py, where

po(x) = CLoF(1— a)n_kl{o,l,...,n}(l‘)
for x € (—o00,00).

e Example 1. Suppose that (X, ..., X, ) is arandom sample from Bin(1,6),
where 6 € (0,1). Let X = >""" ; X;/n. Show that X is a complete statistic
for 6.

Sol. Suppose that E[g(X)] = 0 for every 6 € (0,1). Since nX ~ Bin(n, ),
we have

Zg (k> Cro*(1 —0)"* = 0 for every 0 € (0,1). (4)
k=0 \"
Let ay, = g(k/n)C} for k € {0,...,n}, then (4) implies that

Zak/\kzOfor every \ € {&:06(0,1)}:(0,00). (5)
k=0

Note that from (5), we have a polynomial of A that is equal to 0 on (0, 00),
so a = 0 for k € {0,...,n}. Since g(k/n) = ar/C}, we have g(k/n) =0

for each k € {0,...,n}. Note that g(X) takes values in

{9(k/n) : k €{0,...,n}} = {0},

so P(g(X) = 0) =1 for every § € (0,1). We have verified that X is a
complete statistic.

e Exponential family (class) of PDFs (or PMFs). Suppose {fy : 0 € ©} is
a family of PDFs (or PMFs) on R". If there exist functions h, ¢, c1, .. .,
¢k, 11, ..., Ty such that

k
fo(x) =exp | co(0) + Z ¢;(0)T;(x) | h(z) for every z € R*  (6)

for every 6 € O, then {fp : 0 € ©} is called an exponential family of PDFs
(or PMFs). If the set

{(c1(0),...,cr(9)) : 0 € O}

contains a nonempty open set in R, then the exponential family {fy : 0 €
O} is said to be of full rank.



Fact 2. Suppose that X = (X1,...,X,) s a sample and X has PDF (or
PMF) fo, where 8 € ©. Suppose that (6) holds for every 6 € ©. Suppose
that the exponential family {fp : 0 € ©} is of full rank, then (T1(X), ...,
T.(X)) is a k-dimensional sufficient and complete statistic for 6.

e Some remarks on the exponential family {fp : 6 € O} with fp given in (6).

— Usually, we consider ©® C R™ with m < k to avoid the problem of
non-identifiability.

— To make sure that the exponential family is of full rank, we usually
need to ensure that the following conditions hold:
(i) © C R¥,
(ii) © contains a nonempty open set in R¥, and
(ili) there is no ¢;(f) that can be expressed as a function of ¢;(8)s,
where j € {1,...k} and j # 1.

Here (iii) generally implies that it is impossible to find constants ay,
ai, ..., a; such that ag, ay, ..., ax are not all zeros and

k
Plag+) a;Tj(X)=0| =1forall 6 €®.
j=1

— Another way to check whether the exponential family is of full rank
is to apply the following result and verify the conditions numerically.

Fact 3. Consider the exponential family {fy : 0 € O} with fo given
in (6). Suppose © C R* and let g(0) = (c1(0),...,ck(0)) : 0 € O}
and let Dgy(0) be the k x k matriz with the (i, j)-th element

0

Suppose there exists 0y in © such that
B(60,8) = {n € R": |n — 6ol < 5}

is contained in © for some § > 0 and each element of Dy(0) is a
continuous function of 8 on B(0y,9). If the determinant of Dy(0) is
nonzero on B(0,d), then the exponential family {fy : 6 € O} is of
Sfull rank.

e Example 2. Suppose that (X7,..., X,,) is a random sample from N (u, 0?),
where n > 2, 4 € (—o00,00) and o > 0. Find a sufficient and complete
statistic for (u, o).

Ans. (30, Xi, 3" X2) is a sufficient and complete statistic for (u, o).
However, the answer is not unique according to Fact 4. For instance,
(X,>°0 (X; — X)?) is also a sufficient and complete statistic for (u, o).



Fact 4. Suppose that (T4, ...,Ty) is a k-dimensional sufficient and com-
plete statistic for 0. Suppose that (Uy,...,U) is a statistic so that

(Ul,...,Uk) :g(Tl,...,Tk)
for some function g and
(Ty,...,Tx) = h(Uy,...,Uy)

for some function h, then (Ui,...,Uy) is also a sufficient and complete
statistic for 0.

To find a MVUE using Lehman Scheffé Theorem, we need to compute
the conditional expectation given a sufficient and complete statistic. The
following properties are useful (assuming all conditional expectations in-
volved are finite):

E(E(X|Y)) = E(X).

— Suppose that X and Y are independent, then E(X|Y) = E(X).
— E(Xh(Y)|Y)=hY)EX|Y).

— E(R(Y)]Y) =h(Y).

Suppose that a is a constant, then E(aX|Y) = aE(X|Y).
E((X1+ X2)[Y) = E(X1|Y) + E(X2|Y).

Example 3. Suppose that (X1, ..., X,) is a random sample from N (11, 0%),
where p € (—00,00) and o > 0. Find a MVUE of p.

Sol. Since E(X) = p, X is an UE of p. Let S = (X0, Xi, Yoy X7),
then S is a sufficient and complete statistic for (u,o) from Example 2.
By Lehmann and Scheffé theorem, a MVUE of p is E(X|S) = X. Here
E(X|S) = X since X = ¢(S) for some function g.

Definition. Suppose that (*) holds. Suppose that T is a statistic and
the distribution of T' does not depend on 6, then T is called an ancillary
statistic (B E).

Basu’s theorem.

Fact 5. Suppose that S is an m-dimensional complete sufficient statistic
and U is an n-dimensional ancillary statistic. Then S and U are inde-
pendent.

The proof of Basu’s theorem is left as a homework problem.

Example 4. Suppose that (X1,...,X,) is a random sample from U(0, 9),
where 6 > 0. It can be shown that

(a) X(n)y = max(Xy,...,X,) is a complete sufficient statistic for § and



(b) 2X /Xy is an ancillary statistic.

Show that E(2X|X(n)) = ¢y X(n) for some constant ¢, using the results
in (a) and (b).

Sol. Note that

- 2X
E(2X|X(n)) = E('X(n)
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where the last equality holds since 2X /X(n) and X(n) are independent,
which follows from Basu’s theorem. Take ¢, = E(2X/X(,)), then we have
E(QX‘X(H)) = CnX(n)-

Note.
— The constant ¢, does not depend on  since 2.X /X (n) 18 an ancillary
statistic.

— ¢y can be solved by ¢, EX(,,) = 0, which gives ¢, = (n+1)/n. In the
calculation of EX(,), we need a PDF of X(,, which is given by

n(t

0= ()" 1o

for t € (—o0, 00).

= cnX(ny = (n+1)X(5)/n is the MVUE of # by Lehmann and Scheffé
theorem.



