Independence of two random vectors

e Definition. Suppose that X = (X3, ..., X;n) and Y = (Y7, ..., Y,) are
random vectors. X and Y are independent means

P(X c A andYEAg) :P(XEAl)P(YEAQ)
for all Ay C R™ and Ay C R"™.

e Note. Suppose that X and Y are random vectors and X and Y are
independent. Then u(X) and v(Y) are independent for all functions u
and v.

e CDF case.

Fact 1 Suppose that X = (X3, ..., X,,) and Y = (Y7, ..., Y,,) are random
vectors. X and Y are independent if and only if

Fx, o X Vi Y (Tl oo s Ty Y1s -0 Un) = Fxyox (@1, s 2m) By v (Y1 -+ YUn)

for all (x1, ..., m) € R™, (Y1, ..., Yn) € R".
e PDF case.

Fact 2 Suppose that X = (X1, ..., X;n) and Y = (Y3, ..., Y, are random
vectors and (X,Y") has a joint PDF. Suppose that X and Y have PDFs
fx and fy respectively. Define

g(mla" '7x7n7y17"'7yn) = fX(mla'- '7x"m)fY(yl7--~7yn)

for (z1,...,2m) € R™ and (y1,...,yn) € R™, Then g can be a PDF of
(X,Y) if and only if X and Y are independent.

e PMF case.

Fact 3 Suppose that X = (X, ..., X,,,) and Y = (Y7, ..., Y},) are discrete
random vectors and (X,Y’) has a joint PMF px y. Let px and py be the
PMFs of X and Y respectively. Then X and Y are independent if and
only if

pX7Y(xla"'7xm7y15"'?yn) :pX(xl""7xm)pY(yla"'ayn)
for (z1,...,2,) € R™ and (y1,...,yn) € R™.
e General case.

Fact 4 Suppose that X = (X1, ..., X;n) and Y = (Y7, ..., Y,,) are random
vectors. X and Y are independent if and only if < a, X > and < b,Y >
are independent for all a € R™, b € R".



For © = (x1,...,2,) and y = (y1,...,Yn), the notation < z,y > means
Z?Zl Z;y;, the inner product of x and y.

e MGF case.

Fact 5 Suppose that X = (X3, ..., X;n) and Y = (Y7, ..., Y,) are random
vectors with joint MGF My y and Mx y(s1,...,Sm,t1,...,t,) < 0o for
(81,.-.,8m)and (t1,...,t,) such that max{|s1|,...,|Sml,|t1]; .-, [tn|} <O
for some 4 > 0. Then X and Y are independent if and only if

Mxﬁy(817...,8m7t1,...7tn) = Mx(sl,...,Sm)My(tl,...,tn)

for (s1,...,8m)and (t1, ..., t,) such that max{|s1|, ..., |sm|, [t1],-- -, [ta|} <
0, where Mx and My are the MGFs of X and Y respectively.

Note that
Mx(s1,...,8m) =Mxy(s1,-..,5m,0,...,0)
for (s1,...,5m) € R™ and
My (t1,...,tn) = Mx y(0,...,0,t1,...,t,)
for (t1,...,t,) € R™.

e Example 1. Suppose that X7, X5, X3 are independent random variables
and the distribution of each X; is N(u,0?), where u and o are constants
ando > 0. Let X = (X1+X2+X3)/3 andY = (Xl—X, XQ—X, Xg—X)T.
Show that X and Y are independent.

Sol. We will first find the joint MGF of X and Y. From Example 4(a) in
the handout “Independent random variables”,

E(ele) _ euw+0.502w2

for w € R. Let M(w) = E(e**1) for w € R. For s € R and t =
(t17t2;t3)T S R37

3
E(eSXHTY) = FEexp <sX + Zti(XZ— - X))
i=1

3

= Eexp <Z t: X+ (s — (t +to + t3))X>
=1

Eea1X1+a2X2+a3X3’

where a; = t; + (s — (t1 + t2 + t3))/3 for ¢ = 1,2,3. Since X, Xo, X3 are
independent and have the same distribution N(u,o?), we have

B XYY = M(ay)M(a2)M(as)



3
= HM 87 t1+t2+t3))/3)

=1
o s—3t 0502 t'+8_3f2
AR 3 . i 3 )

3
o (32
i=1
where ¢ = (t1 + t2 + t3)/3. It can be shown that
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:u~s+%+0.5022(ti—f)27 (1)
i=1

where £ = (t; +ta +t3)/3. Therefore, for s € R and t = (t1,t2,t3)T € R3,
E(eX YY) = My (s)Ma(t),

where

2.2
0o (300 )

and

My(t) = exp (0.502 i(tl — ﬂ2>

i=1

3
exp <0.50’2 Z(tl - (tl + tz + t3)/3)2> .

i=1

It is clear that -
(e X+ = Mi(s)
t=(0,0,0)T

and B
E(esX+tTY )

= Ms(t
- 2(1),

S0
E(esXHTYY — [ pesX+t"Y ’ (E sX+tTY )
(e ) (e ) —(0.0.0) (e )Ny

for s € R, t € R?, which implies that X and Y are independent.

IID= Indepenent and Identically Distributed (% < ] 2-47). Suppose that
random variables X1, ..., X,, are indepenent and identically distributed,
then we say that Xy, ..., X,, are IID.

— In Example 1, X7, X5, X3 are IID.



