Conditional distributions and expectations
e Suppose that X and Y are discrete random variables.

— For y such that P(Y = y) > 0, the conditional expectation of g(X,Y")
given Y = y, denoted by E(g(X,Y)|Y = y), is defined by

E(g(X, Y)Y =y) = > g(x,y)P(X = z|Y =y).
z:P(X=z|Y=y)>0

— For y such that P(Y = y) > 0, let px|y—, be a function defined by
Px|y=y(z) = P(X = 2|Y = y) for all x € R, then px|y—, is called
the conditional PMF of X given Y = y, then

E(gX.V)Y =y)= > g(@y)pxyy—y(2)

T:px|y=y(x)>0
That is, E(g(X,Y)|Y = y) is the expectation with respect to the
conditional PMF px|y—,.

— For y such that P(Y = y) > 0, Var(X|Y = y) is the variance with
respect to the conditional PMF px|y—,, that is,

Var(X[Y = y) = E[(X — B(X|]Y = y))*]Y = ).

— Let h(y) = E(@(X,V)|Y =vy) fory € {y : P(Y = y) > 0}, then
h(Y) is the conditional expectation of g(X,Y’) given Y, denoted by
E(g(X,Y)[Y).

- Var(X[|Y) = E[(X — B(X]Y))*|Y].

e Example 1. Suppose that (X,Y) is a discrete random vector with joint
PMF px y, where

) 04 1f (z, y) (1,2);
pX,Y(x7 y) - 0.2 if ((E y) (47 3)a
0 otherwise.

Find B(X|Y = 2), BE(X|Y = 3), Var(X|Y = 2), Var(X|Y = 3), E(X|Y)
and Var(X|Y).

Ans. E(X|Y =2) = 05, E(X|[Y = 3) = 4, Var(X|Y = 2) = 0.25,
Var(X|Y =3) =0.

0.5 ifY =2
BXIY) = {4 ifY =3
= O.5I{2}(Y) + 4.[{3} (Y).

and
VCL’I‘(X‘Y) = 0251{2}(Y)



e Suppose that X and Y are random vectors of dimensions k and m respec-
tively. Suppose that (X,Y) has a joint PDF.

— Suppose that fy is a PDF of Y and Ry = {y € R™ : fy(y) > 0},
and for y € Ry, hy is a nonnegative function defined on R¥ such that
S e hy(z)dz =1, and

P((X.Y) € Ax B) = /A )by (e)d(ay)

for A € B(R*), B € B(R™), then we say that {h, : y € Ry} is a
version of the conditional PDF of X given Y.

— Suppose that fxy is a PDF of (X,Y). For y € R™, define

Y) :/Rk fxy(z,y)dz

Let Ry ={y € R™: fy(y) > 0} and for y € Ry, define

oyl = L) 1)

for 2 € R*. Then {fx|y=y : ¥ € Ry} is a version of conditional PDF
of X given Y.

— Suppose that {fx|y—, : ¥y € Ry} is a version of conditional PDF of
X given Y. Then

BO(XYIY) = [ gle.fxiy—(@)de

y=Y
and Var(X|Y) = E[(X — E(X|Y))?|Y].

e Some properties of conditional expectation. Suppose that g(X,Y), ¢1(X,Y),
92(X,Y) and g1(Y)g2(X,Y) are integrable. Then we have

- E(E[g(X, Y)[Y]) = E(9(X,Y)).

— El(g1(X,Y) + g2(X, V) Y] = E[g1 (X, Y)[Y] + E[g2(X, Y)[Y].
- E[gl(Y)gz(X YV)IY] = g1(Y)Elga(X, Y)[Y].

Y] =

&

e Example 2. Suppose that (X,Y) has a joint PDF fx y, where

ey F A0 im0

Find E(X|Y).



Sol. Compute fy(y) = [*_ fx,v(z,y)dz, then

o (y) = { go ey +2(1—2z)(1 —y))dz =1 iiz ; Eg, y

and the set {y: fy(y) > 0} is (0,1). For y € (0,1),

* fxy(z,y) B oom o \d
[mx Fr(y) —=———dr = [m fX,Y( ,y)d

= /01:[2:17y+2(1*$)(1*y)}dx

2y 11—y 14y
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Fact 1 Suppose that E(X?) < oo. Then for u(Y) such that E[u?(Y)] <
m’

E[(X = E(X]Y))u(Y)] =0
and for h(Y) such that E[h%(Y)] < oo,

E[(X = h(Y))’] = E[(X - B(X|Y))’] + E[(E(X]Y) = h(Y))’].  (2)

Remarks.
— When predicting X using a function of Y, the best choice is F(X|Y)
in the sense that E(X —h(Y))? > E(X — E(X|Y))?2, which is implied
by (2).
— Take h(Y) = E(X) in (2), then we have Var(X) > Var(E(X|Y)).
- E[(X — E(X|Y))?] = E(Var(X[|Y)).
Fact 2 Suppose that X and Y are random vectors of dimensions k& and m

respectively, and (X,Y’) has a PDF. Suppose that {fxjy—,: y € Ry} isa
version of the conditional PDF of X given Y, and fy is a PDF of Y. Let

9(x,y) = fxjy=y(@)fy (W) Iry (y)
for z € RF and y € R™, then g is a PDF of (X,Y).

Example 3. Suppose that X and Y are random variables, fy(y) =
2yI(0,1y(y) for y € R and fy is a PDF of Y. Suppose that for y € (0,1),

Fetv=s(@) = (52 ) o (o)



for x € R, and {fx|y—y, : ¥ € (0,1)} is a version of the conditional PDF
of X given Y Find a PDF of X.

Sol. For (z,y) € R?, let

1

9(2,9) = Fxtymy(@) fy @) T00) () = (%) Ty (@201 01 (4),

then g is a PDF of (X,Y"). Let

fx(z) = /OO 9(x,y)dy

— 00

for x € R, then fx is a PDF of X. The expression of fx(z) can be
simplified to
fx(@) = (L= |2 I(=1,1)(2)

for z € R.



