Random variables (I # % #)

Suppose that F is a o-field on a sample space (2 and P is a probability
function defined on F, then (2, F, P) is called a probability space.

Suppose that (£2, F, P) is called a probability space and X is a real-valued
function defined on Q. If for all A € B(R),

{(XeA}={we: X(w) e A} € F,
then X is called a random variable on the probability space (2, F, P).

Example 1. Consider the experiment of tossing a fair coin twice. The
sample space for the experiment is Q = {HH, HT,TH,TT}, where H and
T indicate heads and tails respectively. Let

P(A) = — - (number of elements in A)

g

for A € 22, then (£, F, P) is a probability space. Let X be the number of
heads obtained after tossing the coin twice, then X is a random variable
on the probability space (22, F, P).

Distribution of a random variable. Suppose that X is a random variable
on a probability space (2, F, P). Define

Q(A) = P(X € 4)

for A € B(R). Then @ is a probability function on (R, B(R)). Q is called
the distribution of X, denoted by Px.

The distribution of a random variable X can be determined using its CDF
(cumulative distribution function; £ 5% & #) Fx. The CDF of X Fy
is defined by

Fx(z)=P{weN: X(w)<z})=P(X <z
for x € R.

Properties of a CDF. Suppose that F' is a CDF of a random variable.
Then (i)-(iii) hold:

(i) F is increasing (F(a) < F(b) for a < b).
(i1) limy oo F(x) =0 and lim, 0 F'(z) = 1.
(iii) F is right continuous (lim,_,,+ F(z) = F(a) for all a € R).

Note. If F' is a function defined on R satisfying (i)—(iii), then F' is a CDF.
Example 2. Which of the following F' is a CDF?



0 ifz <0
F(x){ 1 ifz>0.

(b)
2—|z] if —2<ax<1;
Fz)=< 1 ifex>1;
0 if v < -2.
(¢) F(z) =z for x € (—o0,00).
(d)

0 if £ <0;
F(x)_{ 1—e® ifz>0.

Ans: (d)
Suppose that F' is the CDF of a random variable X. Then for a € R,
P(X =a)=F(a) - F(a™), 1)

where F(a™) denotes lim,_,,— F(x). The proof of (1) is based on the
continuity of a probability function.

Example 3. Suppose that X is a random variable with CDF F'| where

0 if x < 0;
)14 ifo<a<1;
F@) =93 31 if1<e<2: 2)
1 if ¢ > 2.
Find P(X = 2).
Ans. 1/4.

Example 4. Find the CDF of the X in Example 1.
Ans. The CDF of X is the F' given in (2).

Probability calculation using a CDF. Suppose that Fx is the CDF of some
random variable X. Then for an interval I, P(X € I) can be calculated
using (1) and the fact that

P(X € (a,b]) = Fx (b) — Fx(a)

fora < banda, b€ R.



e Example 5. Suppose X is a random variable with CDF Fx, where

0 if x <0;
Fx(@) = { 1—e* ifz>0.
Find P(-1 < X < 3).
Sol. Note that 1 — e~ is a continuous function of z, so Fx is continuous

on (0,00), which implies that P(X = 3) = Fx(3) — Fx(37) = 0. Thus

P(-1<X<3)=P(-1<X<3)=Fx3)-Fx(-1)=1-e?-0=1-¢"3

e Discrete random variable (#E# 2 H# % #). Suppose that X is a random
variable on a probability space (2, F, P).

— If there exists a set S € B(R) such that S is countable! and P(X €
S) =1, then X is called a discrete random variable.

— Define a function px: R — [0, 1] by
px(a) =P(X =a)=P{weQ: X(w) =a})

for a € R. px is called the PMF (probability mass function) of X.
When X is discrete, it is clear that for A € B(R),

P(X € A) = > P(X =a)= > px(a).
acA and P(X=a)>0 acA and px (a)>0
(3)

e Example 6. Consider the X in Example 3. Let A = (0,0.5) U (0.6,1.2) U
(1.3,2.1). Find P(X € A).

Sol. Compute P(X = a) using (1) and we have P(X =0) =1/4, P(X =
1) =1/2, P(X =2) =1/4, and P(X = a) =0 for a ¢ {0,1,2}. Since
P(X €{0,1,2}) =1/44+1/2+1/4 =1, X is a discrete random variable
with range {0, 1,2}. Thus

P(XcA) = Y P(X=aq)
a€AN{0,1,2}
= Y P(X=aq)
a€{1,2}
= P(X=1)4PX=2)= %

e A function px: R — [0,1] is the PMF of a discrete random variable X if

and only if
Z px(x) =1.

z:px (x)>0

LA set S is countable if and only if S is a finite set or S can be expressed as {x1,x2,...}
for some sequence {z,}2° ;.



e Probability calculation using a PMF based on (3).
Example 7. Suppose that X is a discrete random variable with possible

values 0, 1, 2, ... and the PMF of X is px, which is given by

X

px(z)=c-q
for x =0, 1, 2, ..., where ¢ and ¢ are positive constants and ¢ € (0, 1).
Express ¢ as a function of ¢ and find P(X > 10).
Sol. Solving >-7 jeq* =1 givesc=1/(>"0¢*) =1—q.

oo

P(X>10)= > (1-q)¢"=——"—=¢

r=11

e PMF of a random variable that is transformed from a discrete random
variable. Suppose that X is a discrete random variable with PMF px and
Y = g(X), then Y is a discrete random variable with PMF py-, where for
ye (700, OO),

py(y) = P(g(X) =y) = > px(x).

zpx (z)>0 and g(z)=y

e Example 8. Suppose that X is a discrete random variable with PMF px,
where

_ [ -p)0T ifr e {0,1,...,10)
px(z) = { 0 otherwise.

Find the PMF of Y = (X —5)2.
Sol. The possible values of Y = (X — 5)? are in the set

{(zx=5)2:2¢€{0,1,...,10}} = {0%,1%,...5%}.
For y € {0%,1%,...,5%} and y # 0,
{z€{0,1,...,10} : (= 5)* =y} = {5+ 4,5 — Vy},

SO

g
~
I

=
I

P((X ~5)* =)

= > px(z)

2€{0,1,...,10}:(z—5)%=y
px(5+ ) +px(5—Y)
= O pPHVI(L—p) VI 4 O pP V(1 p) VT



For y =0,
P(Y =0)=P((X -5)> =0) = P(X =5) = C5"p°(1 - p)°.
Let py be the PMF of Y, then

Ol pVI(L = pP T+ OO VI g iy e {17, B
py(y) =P =y)=1 Ci%(1-p)° if y =0;
0 otherwise.

Suppose that X is a random variable with CDF Fx. If Fx is continuous
on (—o00,0), then X is called a continuous random variable. In such case,
if there exists a function fx > 0 such that

Fx({E) :/_L fx(t)dt

for all z € (—o0,00), then fx is called a PDF (probability density func-
tion) of X.

For a random variable X with PDF fx, we have
P(X € A) = / Fx(t)dt (@)
A

for every A € B(R).
Example 9. Suppose that X is a random variable with PDF fx, where

0 if z <0;
fX(x){ e ifx>0.

Find P(-1 < X < 3).

Solution.

P(-1<X<3) = /3 fx(t)dt
0 3
-/ Ity + /O Fx(t)dt

3
= 0+/ etdt=1—e3.
0

PDF of a random variable that is transformed from a random variable with
PDF. Suppose that X is a random variable with PDF fx and Y = ¢g(X),
where g is a one-to-one function on Sx = {z : fx(z) > 0} and ¢’ # 0 on
Sx. Then Y is a random variable with PDF fy, where

o) = {fx(g—l(y)) L] veli@ res:

0 otherwise.




Proof for the case where Sx is an open interval (a,b), ¢’ > 0 on Sk,
g(a) = lim,_, .+ g(z) and g(b) = lim,_,,—- g(x). In this case, we have
{g9(z) : © € Sx} is the interval (g(a),g(b)). For y € (g(a), g(b)), we have
g Y(y) € Sx and

P(Y<y) = P(X<g '(y)
g ()
= /_ fx(t)dt

97 ()
- / Fx(D)dt

y
(s=9() = Fx(g7 () 7297 (s)ds
g(a s
where fy is given in (5 ), that is,
)9 y) ifyel
otherwise.

Moreover, for y < g a)7 we have

PY<y)=0= /7/ fr(s)ds
and for y > g(b), we have

PY<y=1= /y fy(s)ds

so the fy in (5) is a PDF of Y.

Example 10. Suppose that X is a random variable with PDF fx, where

0  ifzr<o0:
fX(x){ e ® ifx >0,
Let F' be the CDF of X. Find a PDF of Y = F(X).
Sol. Compute F(t f fx(z)dx for t € (—o00, 0), then we have
0 if t <0;
F“){l—e% if t > 0.

Since F' is strictly increasing on Sx = {z : fx(z) > 0} = (0,00) and
F'(x) = fx(z) > 0for x > 0, Y is a random variable with PDF fy-, where

fy(y) _ { fX( (y))

0
B 1 ifye(0,1);
o 0

iFfl(y)’ ifye {F(z):x € Sx};

dy
otherwise.

otherwise.



Here the second equality holds since
{F(z):x e Sx}={1—e":2€(0,00)} =(0,1)
and for y € (0,1),
d 1 1
F

& VEEFE) T RE W)

e When Y = ¢g(X) and g is not a one-to-one function, one can compute

P(Y < t) and express the probability as ffoo fy (y)dy for some nonnega-
tive function fy, then fy is a PDF of Y.

Example 11. Suppose that X has PDF fx, where

21+42)/3 if —1<z<0;

fx(x)z{ 2-—x)/3 if0<z<2;
0 itrd(~1,2),

Let Y = X2. Find the PDF of Y.

Sol. Note that fx(z) = 0 for x ¢ (—1,2), s0 P(-1 < X < 2) =1
and P(0O <Y < 4) =1. Since P(Y =0) = P(X = 0) = 0, we have
P(0<Y <4)=1. Fort € (0,4),

P(Y <t) = P(—Vt< X <WV1)

0 Vit
/ fx(@)de + / fx(@)de,
-Vt 0

where
0 0 .
2(1+x)/3dx ift € (0,1);
| xtwae = § dgut /s O
Vi Jo 200+ x)/3dx ift € [1,00)
P2V L_gy o ift e (0,1);
(y:l'yl':_\/y) = { 012(13\/@2\{? Y . ( ’ )7
0 3 mdy 1ft€ [I,OO)
tl—\/?
/0 31U (0 1)(?/) Y
and

V2 —x)/3dx it e (0,4);
Jo(2—x)/3dx  ift e [4,00)

2 .
fot ‘/‘gﬁdy if t € (0,4);
42—y
Jo

3
t2_\/§

w

ﬁdy if t € [4,00)

](0,4) (y)dy



Here for a set A,

Laly) = { (1) gtl?lefwfils;e.
Let - 2=y
fy(y) = NG To,1y(y) + 67 To,4y(v),
then for t € (0,4), we have
t
Pr<n= [ frtan (©

Note that when ¢ < 0, (6) holds since P(Y < t) = 0 and fioo fr(y)dy =

0. When ¢ > 4, (6) holds since P(Y < t) = 1 and fioo fy(y)dy = 1.
Therefore, (6) holds for t € (—oo,00) and fy is a PDF of Y.



