Homework problems

e Note. You only need to turn in two of the following five problems.
Each problem is worth 8 points.

e Notation.
— For ¢ € R, 0. is the measure on (R, B(R)) defined by
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for A € B(R).

1. Suppose that fx is a nonnegative function measurable from (R, B(R))
to (R, B(R)). Let A denote the Lebesgue measure on B(R). Show that

for t > 0,

fx (=) /
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2. Suppose that (X;1,X;9,Y;): i = 1, ..., n are IID observations for

(X1, X2,Y), where
Y =a1 X1+ as Xy + ¢,

X1, Xy and ¢ are independent random variables, £ ~ N(0,0?), and
X1 and X5 have Lebesgue PDFs f; and fy respectively. Suppose that
o > 0 is known and we would like to estimate the parameters a; and
az using a Bayesian approach based on the data {(X;1,X;2,Y;)} ;.
Let

o(x) = \/127_6_932/2 forze R (2)

and define

fo(a) = colfoy(a) + (1 — co) {0y (a)9(a)
for a € R, where ¢y € (0,1) is a known constant. Let A denote the
Lebesgue measure on (R, B(R)), and define oy by with ¢ = 0. Let
o = 0o + A and define

go(s,t) = fo(s)fo(t)
for (s,t) € R2. Let II be the distribution such that
i
=
and use II as the prior distribution of (aj,a2). Find the posterior
density of (a1, as) with respect to pg X .
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3. Suppose that U, Zy and Z; are independent random variables on the
probability space (2, F, P), and v is a o-finite measure on (R, B(R)).
Suppose that P(U =1)=1—- P(U =0) € (0,1) and for i € {0,1}, Z;
has a PDF f; with respect to v. Define

[z tU=0;
X_{Z1 it U = 1.

Let mg = P(U = 0), m; = P(U = 1) and define

f(@) = mofo(x) + m fr(z)
for x € R. Show that f is a PDF of X with respect to v.

4. Suppose that U and Z are independent random variables on the prob-
ability space (Q,F,P), PU = 1) =1—-PU = 0) € (0,1) and
Z ~ N(0,0?). Define

0 ifU=0;
X_{ Z ifU=1.

Let mg = P(U =0), m; = P(U = 1) and define

f(z) = molyoy(w) + milioye(z) ()
for z € R, where ¢ is defined in .

(a) Fort € R, let
PO = [ @)
(70077&]

where pg is defined in Problem 2. Find F(t) for ¢t € R.
(b) Verify that

P(X <t)=F(t) for t € {0.5,1,1.5}. (3)

You may verify by applying the result in Problem [3|or finding
P(X <t) via direct calculation or numerical approximation. For
numerical approximation of P(X < t), you need to first propose
an estimator of P(X < t) based on IID data from the distribution
of X, and then generate IID data from the distribution of X to
obtain the estimated P(X < t) based on the generated data.
Then, P(X < t) can be approximated by its estimated value.



5. Suppose that we have n IID observations X1, ..., X,, where X; has
a Lebesgue PDF f. Suppose that f(x) = 0 for x ¢ (0,1) and f is
positive and continuous on (0,1). To construct an estimator of f, let

_ ) 1=z if 2 <1
k() { 0 if 2] > 1.

and let {h,}52, be a sequence of positive numbers such that

lim A, =0
n—oo
and

lim nh, = oco.
n—oo

For zp € (0,1), let

(a) Show that for z¢ € (0,1),

E {kj <fm];)()] — f(x0)hn /(Wh" k9 (w)du + o(hy)

z0—1)/hn
for j =1, 2.
(b) For zq € (0,1), show that f(xq) converges to f(zo) in probability
as n — 0o.

(c) Suppose that xg € (0,1). Show that

f(zo) = E[f(x0)]
Var (f(:co)>

converges to a N (0, 1) random variable in distribution as n — oc.

(d) Suppose that z; and 3 are two points in (0,1). Show that

——( f@1) - Elf(x1)]
ﬁ( f(e2) — E[f(z2)] )

converges to a bivariate normal random variable in distribution
as n — oo.



